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Abstract

Freedom of thought is protected as an absolute right in international human rights law but has received little attention over the years either in the courts or in academic analysis, in part because of an assumption that our inner thoughts were beyond reach. Recent developments in technology, however, are increasingly providing new ways to access, alter and manipulate our thoughts in ways we had not previously dreamed possible. This article explores the way the technology we use in our daily lives could interfere with our freedom of thought and the potential impact of that on us as individuals and democratic societies. It argues that there is a pressing need to explore and define the scope of the right to freedom of thought in light of this new reality and to develop strong legal frameworks to protect our freedom of thought for the future.

Introduction

Perhaps because of an assumption that our inner thoughts are beyond the effective scope of state intervention, the right to freedom of thought has received little attention in the courts and little academic analysis in international human rights law.1 But as technology and science develop ever clearer pictures of the way our thought processes work, and how our thoughts can be accessed, altered and manipulated, it is time to reflect on the practical needs for protecting freedom of thought in the rapidly changing digital reality of the 21st century.

Freedom of thought is an essential plank of the international human rights framework. Unlike many other rights such as the right to private life that allow for restriction in certain circumstances, there is an absolute right to think what you like in the “forum internum”, or the inner space of your mind. This inviolable freedom has been described as “the foundation of democratic society”2 and “the basis and origin of all other rights”.3 And it is connected to the corresponding right to freedom of expression and opinion which provides the social backdrop crucial to critical and intellectual thought. The absolute nature of the right reflects its fundamental importance but the lack of development of the right means it is difficult to pin down its exact scope in a rapidly changing world.

3 Rene Cassin, France, as reported in M. Scheinin, “Article 18”, in A. Eide et al. (eds), UDHR: A Commentary (Scandinavian University Press, 1992), p.266.
Protected alongside freedom of religion, belief, conscience and opinion, international human rights law makes a distinction between the internal aspect of the right—the right to think or believe what you like in the inner sanctum of your mind—and the manifestation of the right. It is that internal aspect that is now under threat. Freedom of thought includes the freedom to keep our thoughts private so that we may not be coerced into revealing them; freedom from indoctrination or influence on our conscious or subconscious mind through manipulation; and a prohibition on penalising a person for their thoughts or opinions. But despite the apparent strength of protection contained in the right, little has been done to develop the legislative and regulatory frameworks to ensure that enjoyment of the right to freedom of thought is real and effective in a modern context.

State signatories to international human rights conventions are bound to respect the right, but also to protect all those in their jurisdiction from interference with the right. This means that governments need to refrain from using techniques that interfere with our freedom of thought, but they also need to take concrete steps to protect us from interference from the private sector where much of the technology is being developed and used. While detailed domestic and regional laws and regulations have developed over the past two decades around privacy and data protection in both the public and private sectors in response to the exponential changes brought in by the internet and other technology, freedom of thought has remained a blind spot in the legal framework around digital developments. This article will argue that new legal and policy responses are required as a matter of urgency to regulate and limit business practices or state interventions that risk interference with freedom of thought.

There are several areas where the use of technology with an impact on freedom of thought may arise including politics and elections, medicine, surveillance, public campaigns, security and law enforcement, private sector risk management and insurance, marketing and advertising. Developments in fields like neuroscience raise numerous complex ethical and legal questions around freedom of thought in both medicine and criminal justice. Researchers are beginning to explore these issues in a rapidly changing environment through the development of the concept of “cognitive liberty”, the “right to mental self-determination” and the discipline of neuroethics: “a new field concerned with the benefits and dangers of modern research on the brain, and by extension, with the social, legal and ethical implications of treating or manipulating the mind”. Although there is limited academic literature on the subject, some commentators have sought to distinguish freedom of thought from “cognitive liberty” or “the right to mental self-determination” arguing that there is a need for a new human rights framework to cover this field. I would argue that these concepts represent the practical development of the contours of freedom of thought in the 21st century. There is no need to design new rights, but we do need clearer guidance and legal development of the meaning of the right to freedom of thought and opinion in the modern context and a more detailed legal framework to protect it.

Technological threats to freedom of thought come from many different sources and the issue raises several complex issues. This article will focus on the areas of technological development, particularly related to the internet and big data, that engage our inner thoughts on a daily basis across our societies and which may be used by both governments and the private sector to manipulate us as individuals or groups. It will explore the potential to use the right to freedom of thought in international law to protect us as individuals living in democratic societies in the internet age and the steps we need to take to ensure the essence of the right is not lost for future generations.
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5 Bublitz and Merkel, “Crimes against Minds” (2014) 8 Crim. Law and Philos. 64.
7 See Bublitz and Merkel “Crimes against Minds” (2014) 8 Crim. Law and Philos. 64.
Freedom of thought, the internet and international law

Use of the internet is now ubiquitous. In 2011, in a case about restricting internet access for sex offenders, the High Court of England and Wales found that:

“a blanket prohibition on computer use or internet access is impermissible. It is disproportionate because it restricts the defendant in the use of what is nowadays an essential part of everyday living for a large proportion of the public, as well as a requirement of much employment.”

We can no longer imagine living our lives without the internet to help us find and carry out work, make and manage our relationships, our finances, our news and our free time. Internet access is seen as a crucial tool for societal and individual development. Without our smartphones, many of us are, quite literally, lost. The discussions around human rights and the internet have mainly focused on the right of access to the internet, its importance in providing a platform for the exchange of ideas and freedom of expression, the risks of hate speech and issues around the right to private life and data protection. These rights are all related to freedom of thought and freedom of opinion in that they represent the external manifestations of our thoughts and opinions. I choose to use my freedom of expression to tell you what I am thinking or to get access to the ideas of others. My right to private life gives me a space within which I can develop my personality and practice being myself. But these rights may all be limited in certain circumstances and it is this scope for limitation which has given rise to a complex network of law and regulatory policy mapping out the ways in which they can be legitimately curtailed. Thought, however, is a different matter. The right to think what I like in the “forum internum” is absolute; there can be no justification for interfering with it. Once a practice steps across the threshold of interference with my mind, it cannot be permissible. It is, therefore, accorded a stronger protection in international human rights law, one which reflects its profound importance for who we are as individuals and as societies. But to protect it we need to define where the threshold is and this is becoming less and less clear. Paradoxically, it seems the absolute nature of the right in law has led us to ignore the ways it may be being threatened in practice.

International organisations and civil society are grappling with this new world and trying to set down the parameters for understanding human rights and the internet. But the potential for technology to access, manipulate and penalise our thoughts and thought processes has received very little attention from a human rights perspective to date. In a powerful speech in 2012, Professor Eben Moglen sounded the alarm about the risks to freedom of thought of current developments but there has been little follow-up. The scale and speed of technological developments relating to data, networking and surveillance is exponential—Facebook has just announced details of its development of a “Brain Computer Interface” which it hopes will be able to read thoughts and transmit them without the need for typing or speaking—this is an issue that we ignore at our peril. The Council of Europe recently published a “Guide to Human Rights for Internet Users”. While the guide asserts that the internet is global and that access to it is our human right, what is notable is the absence of any reference to or analysis of the potential impact on the absolute right to freedom of thought protected under art.9 of the European Convention on Human Rights or the right to freedom of opinion protected under art.10. Neither do these rights figure in the fact-sheet of case
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8 R. v Smith (Steven) [2011] EWCA Crim 1772 (19 July 2011).
11 A/HRC/17/27.
law on new technologies. It is as if the potential impact on our thoughts of the technology we use daily is something we simply cannot bear to think about.

What is protected?

Of the sparse case-law from the European Court of Human Rights on art.9, none relates directly to the concept of freedom of thought as opposed to ideas related to religion, conscience or belief. What the absolute protection of the right to freedom of thought means in practice will, therefore, depend to a great extent on what the right actually entails. The Court, in assessing the type of beliefs protected by art.9, has taken a relatively restrictive approach. For personal beliefs to fall within art.9 protection they must “attain a certain level of cogency, seriousness, cohesion and importance” and be such as to be considered compatible with respect for human dignity. In other words, the belief must relate to a “weighty and substantial aspect of human life and behaviour” and be deemed worthy of protection in European democratic society. But thought itself is different—it can only really be manifested through expression which is protected under a different, limited right.

In a rare example of jurisprudence touching on freedom of thought, the European Commission on Human Rights found that, given the “comprehensiveness of the concept of thought”, a parent’s wish to name their child in a certain way would come within the scope of the right to freedom of thought. This would indicate a broad scope of protection for all kinds of thought, whether trivial or profound. The limited literature on the subject seems to suggest that the freedom of thought, conscience and religion in art.18 of the UDHR taken together cover all possible attitudes towards the world and society protecting the “absolute character of the freedom of an inner state of mind”. The concept of “thought” is potentially broad including things such as emotional states, political opinions and trivial thought processes. My decision on what colour socks to wear, how I feel about Monday mornings or my thoughts on capital punishment are all capable of coming within the scope of freedom of thought. It is, however, unclear what that means in practical terms for the obligation to protect my freedom to think about these things as opposed to my rights to act on or express those thoughts.

How is it protected in international law?

Freedom of thought is an absolute right enshrined in art.9 of the European Convention on Human Rights (ECHR), art.18 of the International Covenant on Civil and Political Rights (ICCPR) and directly linked to freedom of opinion in art.10 of the ECHR and art.19 of the ICCPR which is also considered as an absolute right.

The Human Rights Committee in its General Comment No.22 of 1993 on art.18 explains the scope and absolute nature of the right:

“1. The right to freedom of thought, conscience and religion (which includes the freedom to hold beliefs) in article 18(1) is far-reaching and profound; it encompasses freedom of thoughts on all matters, personal conviction and the commitment to religion or belief, whether manifested individually or in community with others. The Committee draws the attention of States parties to the fact that the freedom of thought and the freedom of conscience are
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18 While mentioned in human rights texts covering art.9 of the ECHR and art.18 of the UDHR and ICCPR, there is little in-depth analysis.
20 See also General Comment No.34 on art.19 para.5.
21 CCPR/C/21/Rev.1/Add.4.
protected equally with the freedom of religion and belief. The fundamental character of these freedoms is also reflected in the fact that this provision cannot be derogated from, even in time of public emergency, as stated in article 4(2) of the Covenant.

3. Article 18 distinguishes the freedom of thought, conscience, religion or belief from the freedom to manifest religion or belief. It does not permit any limitations whatsoever on the freedom of thought and conscience or on the freedom to have or adopt a religion or belief of one’s choice. These freedoms are protected unconditionally, as is the right of everyone to hold opinions without interference in article 19(1). In accordance with articles 18(2) and 17, no one can be compelled to reveal his thoughts or adherence to a religion or belief.”

The HRC, therefore, has made it very clear that freedom of thought and freedom of opinion are absolute rights and there can be no legitimate justification for limiting them or interfering with them. The Council of Europe guidance on art.9 of the ECHR also clarifies that the right to freedom of thought in the “forum internum” is absolute and non-derogable. On the face of it, this should be the case, no matter what the topic or quality of thought is—thoughts about what to buy and how to vote appear to be equally inviolable. What has not been explored so far, is what interference with those absolute rights might look like in practice. Where we draw the line around what is protected absolutely will define our future societies. As the General Comment on freedom of thought was drafted in 1993 before the potential impact of the internet on individual and societal thought could really be imagined, it could hardly be expected to cast much light on the practical implications of the right in the internet age. Now that the impact of technology on our daily lives, our societies and the minds of our children begins to crystallise, there is an urgent need to take stock and consider whether we are living in an age in which we are giving away our inalienable rights without really thinking about it. The data I unwittingly provide through my smartphone, social networking and online shopping make the full range of my preferences, emotions, views and inclinations increasingly accessible and open to manipulation. This raises important questions about the true scope of freedom of thought in the internet age. What exactly is “thought” requiring protection? At what point does the use of our data reach beyond our private life and into our thoughts? When does suggestion or persuasion cross the line into manipulation and brain-washing? And can we ever be properly considered to give informed consent to these practices?

What is an interference with freedom of thought?

What can be gleaned from the international law framework is that the right has three key elements:

- the right not to reveal one’s thoughts or opinions;
- the right not to have one’s thoughts or opinions manipulated; and
- the right not to be penalised for one’s thoughts.23

All three elements are crucial to ensuring the absolute nature of the right and all three are potentially threatened by developments in technology.

Given the absolute nature of the right to freedom of thought, once an interference or limitation is established, it will be unlawful and cannot be justified. This means that governments are prohibited from acting in a way that interferes with freedom of thought and that they have a duty to protect us from others who seek to interfere with our freedom of thought. This should include an obligation to establish appropriate legal and regulatory frameworks to prevent the private sector from engaging in practices that interfere
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with our thoughts. The key to understanding freedom of thought in the digital age is a thorough assessment of what an interference could look like. The following are some examples of practices that appear to be within the scope of the right to freedom of thought.

**The right not to reveal one’s thoughts or opinions**

“They own the search box and we put our dreams in it. And they eat them and they tell us who we are right back” (Professor Eben Moglen, 2012).

The right not to reveal one’s thoughts does not prevent us from revealing our innermost thoughts and feelings if we want to. But as technology develops more complex ways to surveil us and analyse the resulting data, it becomes less clear which thoughts we are offering to the outside world and which are being extracted without our knowledge or understanding.

Smart technology is monitoring us on a scale never before possible. It can listen in to our conversations and interpret the words. Devices that record “health data” like iPhones and fit-bits provide data that can be analysed to give a picture of emotional states or to predict psychotic episodes. In some cases, an individual may be providing the information voluntarily. But others may not be aware of the level of information about their inner thoughts that can be extracted from the data they provide, often without realising it. They may also have little choice about the data they disclose as increasingly we have to exchange data to get access to basic services.

In 2015, a Cambridge University study showed that psychological profiling based on Facebook likes allowed researchers more insight into a user’s personality than their close friends and family. The researchers reportedly observed:

“The results of such data analysis can be very useful in aiding people when making decisions. … Recruiters could better match candidates with jobs based on their personality; products and services could adjust their behaviour to best match their users’ characters and changing moods. People may choose to augment their own intuitions and judgments with this kind of data analysis when making important life decisions such as choosing activities, career paths, or even romantic partners. Such data-driven decisions may well improve people’s lives.”

But what are the costs of this “brave new world”? The use of data to read and predict our characters, thoughts and changing moods is arguably an interference with our right to freedom of thought. While we may be happy to let people know that we liked a post about Salvador Dalí and another about kittens, we may not be so comfortable with the fact that this information will be analysed to reveal profound psychological traits and the inner workings of our minds that will, in turn, be used to tell us how to behave or to tell others how they should treat us. What is more, the interpretation of our online activity is not restricted to conscious and public choices we make online. It is not only what we say we like through hitting the “like” button that is recorded, but also what we look at but do not choose to “like”, how long we linger over particular content and the conversations we have around our mobile devices. All this information is being extracted and analysed as part of our daily interactions with technology. In many
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cases, we accept terms and conditions that purport to show our consent, but it is very difficult to describe such consent as informed when the use our data may be put to is constantly evolving and terms and conditions are lengthy, difficult to understand and not designed to be read. Every time we interact, we teach the machine to understand our thoughts more completely than we understand them ourselves. The law on privacy and data protection is struggling to keep up with technological developments, but it is not enough.

Facebook has just announced 29 the development of its Brain Computer Interface technology which it hopes will create a seamless, non-invasive interface between our thoughts and the network. Despite Facebook’s assertion that it will not decode our random thoughts but only those we want to express, it is difficult to guarantee that these capabilities could not be abused. These developments may bring about useful changes for some, but their development and use requires intensive legal and ethical oversight to avoid undesirable consequences that could undermine our rights and our democratic societies. As Facebook’s Regina Dugan said in her presentation of the new technology, “We don’t always have the luxury of time.” In terms of responding to the technology to ensure our freedom of thought for the future, it is clear that time is of the essence.

As Moglen points out:

“in the 20th Century, people were tortured to reveal their thoughts and inform on their friends and family but in the 21st Century you just build social networks and everyone informs on everyone else.” 30

If social networks are to be used in a way that allows users to protect their right to freedom of thought as well as their privacy, people need to be given the choice to opt in or out of algorithms that monitor and interpret their activity and we need to understand what the present and possible future capabilities are for extracting information from the data we hand over. This means providing real options and explaining them in straightforward layman’s terms. Only then can we identify what people are consenting to divulge and what is and is not permissible from the perspective of freedom of thought.

The right not to have one’s thoughts or opinions manipulated

“[F]reedom to think is absolute of its own nature, the most tyrannical government is powerless to control the inward workings of the mind” (United States Supreme Court 1942). 31

The assumption that our inner minds were inviolable may have had a degree of legitimacy in the 1940s and 1950s when much international human rights law was drafted. But in the 21st century it is increasingly clear that there are many ways in which our minds can be manipulated. Marketing, advertising, governmental and political organisations are all exploring the most effective ways to change the way we think. The fundamental question for us now, therefore, is where do we draw the line between legitimate persuasion and unlawful manipulation?

In 2012, Facebook published the results of research 32 showing it could alter the emotional state of users by manipulating their news feeds. Researchers found those shown more negative comments posted more negative comments and vice versa. There was a negative backlash from Facebook users who were unhappy with this evidence of control and manipulation of their emotional states and concern was raised about the

31 Jones v Opleinika 1942, 316 US 584, 618.
apparent lack of informed consent. In response, Facebook apologised and said the experiment should have been “done differently”. Arguably, an experiment that sought to manipulate the inner space of individual minds through social networking should not have been done at all if it amounts to an interference with the right to freedom of thought.

In 2016, the idea behind the research on altering emotional states through Facebook was brought together with research on psychological profiling linked to research on Facebook likes in a technique called “behavioural microtargeting” which was reportedly used for the Trump campaign in the United States and, according to some reports, for the leave.EU campaign in the EU referendum in the United Kingdom. The effectiveness of the technique has been questioned. But the intent to access our thoughts on an individual level without our knowledge and use that information to change our thoughts, emotional states, opinions and therefore our voting behaviour without us realising it must surely amount to an attempt to interfere with freedom of thought on a grand scale. Even if it is not yet wholly successful, we need to examine whether the premise itself is unlawful under international human rights law. Given the speed of technological development and the profundity of what is at stake, we cannot afford to wait until our thoughts have actually been manipulated to decide that the manipulative technique is wrong.

Behavioural microtargeting is of particular concern because it aims to interfere with our thoughts for political gain and is a threat to the foundations of our democracies. But the right to freedom of thought is absolute, so, arguably, any technology designed to manipulate the way we think or feel would not be permissible, irrelevant of the ultimate goal. This has significant implications for marketers and advertisers but also for governmental use of “nudge technology” to make us behave as better citizens. For example, the UK Behavioural Insights Team (also known as the “Nudge Unit”) uses behavioural science to identify ways to intervene in decision-making processes to improve society in a range of areas including health care, the environment and financial services. Its aim is for social good but the design of its interventions will need to give careful attention to the potential impact on freedom of thought. Although privacy concerns may have been considered in this area, the right to private life may be limited to meet a legitimate goal but the right to freedom of thought may not.

There is an urgent need for the law to catch up with the technological reality and provide guidance on the border between legitimate persuasion and unlawful interference with the right to freedom of thought. The consequences of allowing unchecked development in this area will be profound for us as individuals and as democratic societies. In the past year, concerns about the impact of “fake news” on election outcomes have been high up the political agenda combined with arguments that targeting fake news risks curbing freedom of expression. But the bigger question is the way the internet, new media and smart technology is being used already to manipulate our thought processes in ways we did not think possible just 20 years ago. Without clarity in the law around freedom of thought, we are at serious risk of losing the ability to know what or how to think.

36 The term “behavioural microtargeting” was used by Cambridge Analytica on their website when accessed during the research for this article but has subsequently been removed.
39 See http://www behaviouralinsights.co.uk/ [Accessed 18 May 2017].
The right not to be penalised for one’s thoughts

“...thought police would get him just the same. He had committed—would have committed, even if he never set pen to paper—the essential crime that contained all others in itself. Thoughtcrime, they called it. Thoughtcrime was not a thing that could be concealed forever. You might dodge successfully for a while, even for years, but sooner or later they were bound to get you” (George Orwell, 1984, Book 1, Chapter 1).

Once our thoughts have been extracted, it is very difficult to control how they will be used for or against us in the future. In late 2016, Facebook refused to allow a car insurance company to install an app that would give it access to young drivers’ Facebook accounts in order to analyse their personality traits and price their car insurance accordingly. Although Facebook turned down the app based on its privacy policy, the type of data concerned and the potential analysis of it could arguably come within the scope of freedom of thought as well as the right to private life. It was reported that:

“Under the scheme, the company would identify personality traits through examining posts and likes by Facebook, although not photos, and looking for certain habits. Facebook users who write in short, concise sentences, use lists, and arrange to meet friends at a set time and place, rather than just ‘tonight’, would be identified as conscientious. In contrast, those who frequently use exclamation marks and phrases such as ‘always’ or ‘never’ rather than ‘maybe’ could be overconfident.”

Although the selling point to young drivers was the potential to reduce their insurance premiums, equally, some consumers would end up with higher premiums because of the assessment of their personality and their thoughts as revealed through their social media activity. This time, Facebook said no. But as technology develops and becomes cheaper and more widespread, businesses, employers and governments are more and more likely to use the information we have unwittingly revealed about our inner thoughts against us. And as Facebook develops its Brain Computer Interface, we may find ourselves in a situation where our thoughts are constantly accessed to make our technology work. Once our thoughts are out in the world we will have no control over the way they are used or abused—we will be unable to close Pandora’s box.

When people are presented with arguments about privacy, they will often respond that they have nothing to hide. But if we allow the machine to know us better than we know ourselves, we may no longer have the capacity to know whether or not we have something to hide, from whom or how to hide it. Over time, societies and regimes change, opinions, character traits and behaviours become more or less socially or politically acceptable. We should never forget that modern human rights laws arose out of the horrors of the Second World War when groups of people were targeted and murdered for their faith, their sexual orientation, their ethnicity and their political opinions.

Thoughts may become unspeakable and criminalised under new regimes—but in this new world they will not be unknowable. Surveillance techniques may interpret outward signs of inner thoughts to indicate who is a security risk to allow law-enforcement or security services to take preventive action to stop a thought translating into an action. These developments are happening already—to a degree, the PREVENT strategy in the United Kingdom is premised on the idea that we can identify people with extremist ideas and change the way they think before they become a danger to society. Types of personality may become more or less desirable in the job market. Services that we consider essential, like access to healthcare,
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may exclude those who display self-destructive character traits. We need to be alert to legal or policy changes that risk penalising our thoughts as evidenced through our interactions with technology but we also need to beware of technology that will interpret and record our thoughts for posterity through our data without us even realising what we are revealing of ourselves.

**Freedom of thought in a changing world**

What does our acquiescence to and collaboration with the ubiquity of technology and networking in our lives mean for freedom of thought? Could it be said that, according to the principle that human rights are “living instruments”, the right to freedom of thought has lost its relevance and resonance in modern society? Are we consenting to the loss of freedom of thought? I believe that such a view would be a betrayal of the earlier generations who have fought for our rights and the future generations who rely on us to protect their rights. Although we may be rather late to wake up to the issue, we should instead view the living instrument doctrine as a route to recognising the new threats to our fundamental right to freedom of thought, whatever guise they may come in and establishing clearly the scope of the right in this new context. This requires an understanding of the way technology currently interacts with our thoughts and thought processes to test the boundaries of interference with freedom of thought. And it also requires the development of a framework for understanding the future risks associated with technological developments.

**The precautionary principle**

UNESCO, along with its advisory body, the World Commission on the Ethics of Scientific Knowledge and Technology, developed a working definition of the “precautionary principle” that is found in many international instruments relating to scientific developments and in the environmental field:

“When human activities may lead to morally unacceptable harm that is scientifically plausible but uncertain, actions shall be taken to avoid or diminish that harm.

Morally unacceptable harm refers to harm to humans or the environment that is

- threatening to human life or health, or
- serious and effectively irreversible, or
- inequitable to present or future generations, or
- imposed without adequate consideration of the human rights of those affected.

The judgement of plausibility should be grounded in scientific analysis. Analysis should be ongoing so that chosen actions are subject to review.

Uncertainty may apply to, but need not be limited to, causality or the bounds of the possible harm.

Actions are interventions that are undertaken before harm occurs that seek to avoid or diminish the harm. Actions should be chosen that are proportional to the seriousness of the potential harm, with consideration of their positive and negative consequences, and with an assessment of the moral implications of both action and inaction. The choice of action should be the result of a participatory process.”

Technological developments that have the capacity to interfere with our freedom of thought fall clearly within the scope of “morally unacceptable harm”. It is now time to ensure that the precautionary principle is rigorously applied to ongoing developments in this field. The European Union’s General Data Protection
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Regulation brings in new standards in an attempt to future-proof the right to data protection in light of fast-changing technological advances. The preamble recognises that:

“The processing of personal data should be designed to serve mankind. The right to the protection of personal data is not an absolute right; it must be considered in relation to its function in society and be balanced against other fundamental rights, in accordance with the principle of proportionality. This Regulation respects all fundamental rights and observes the freedoms and principles recognised in the Charter as enshrined in the Treaties, in particular the respect for private and family life, home and communications, the protection of personal data, freedom of thought, conscience and religion, freedom of expression and information, freedom to conduct a business, the right to an effective remedy and to a fair trial, and cultural, religious and linguistic diversity.”

The substantive rights of the Regulation include the right not to be subjected to automated individual decision making and data profiling. But data protection and privacy can be limited—a more explicit legal framework addressing the potential for technology to interfere with our absolute right to freedom of thought is needed urgently to address the risks.

**Protecting freedom of thought for the future**

“Our is the last generation of human brains that will be formed without contact with the net … Humanity will become a super-organism in which each of us is but a neuron in the brain … In this generation, we will decide how the network is organised. Unfortunately, we are beginning badly” (Professor Eben Moglen 2012).

It is time to start thinking about how we can repair the damage already done and future-proof the right to freedom of thought. This will require a concerted effort from lawyers, academics, civil society, governments, the media and technology professionals as well as the public at large. The threats to freedom of thought come both from the private sector developing ways to monetise access to our minds and from government agencies seeking more efficient ways to control and monitor us in the name of security. Both have strong interests in accessing our thoughts and technology developed for use in one area will always run the risk of being turned to another, more sinister purpose. The obligation to respect human rights means that states must refrain from interfering with or curtailing the enjoyment of our rights. The obligation to protect requires states to protect individuals and groups against human rights abuses by others. The obligation to fulfil means that states must take positive action to facilitate the enjoyment of basic human rights. In relation to the right to freedom of thought, those obligations mean that states cannot avoid their responsibilities simply because much of the interference comes from the private sector.

We love technology because it makes our lives easier. It is the ease that seduces us into revealing more about ourselves to get more in reward. But as a society and as individuals, we are developing a toxic co-dependence on the internet. It is like indulging in fast-food without considering the obesity epidemic or the environmental impact it causes. This is particularly dangerous because the internet is not an independent and benign space—it is owned by individuals, corporations and states. From the perspective of freedom of thought and freedom of opinion, we need to take action to ensure that technological developments are designed to serve mankind, not the other way around.
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65 GDPR para 4.
66 GDPR art 22.
The law

In the legal sphere, the scope of the right to freedom of thought needs to be developed so that it fits our modern reality. It is no longer sufficient to regard it as a given through high level legal principles. States have an obligation to protect our fundamental rights. The technological threat to the right to freedom of thought comes both from state surveillance and related activities and from the private sector. As technology develops, it will likely become available globally for use by the public and private sectors alike. While the right to private life, data protection and freedom of expression have attracted much attention in the development of law and the internet, the right to freedom of thought remains largely unexplored. There is an urgent need for the development of legal policy and legislative and regulatory frameworks at national, regional and international level that address this gap.

I am not persuaded by the arguments that there is a need to develop new rights related to cognitive liberty or mental self-determination. The right to freedom of thought is couched in very strong and absolute terms in international human rights law and I can see no reason to assume that it does not cover those spheres. The suggestion that a new and limited right should be developed to meet new realities in interference with our mental states strikes me as a way of diluting our rights and undermining the fundamental importance and absolute nature of the right to freedom of thought. But there is a need to map the right in the new context and its intersection with other rights such as the rights to private life and freedom of expression so that it can be properly protected.

The issues raised by the need to protect the right to freedom of thought are profound and complex. The right is facing new challenges every day in a myriad of fields. It has been left to the side for so long that there is a need to take up in defining the parameters of the right and the requirements for its protection and fulfilment. This requires both reflection and action. International and regional organisations should put a new focus on the protection of the “forum internum” in the 21st century. While I do not believe there is a need for new rights, new guidance about what the right to freedom of thought means in the modern context is urgently needed. At the UN level, a new Special Procedure could be established to look into new threats to the autonomy of our minds. Guidance such as the Council of Europe Guide to Human Rights for Internet Users should be updated to include proper consideration of the right to freedom of thought. Policy development, advocacy and research on the closely related rights to privacy and data protection should explore the overlap with the right to freedom of thought and use the absolute nature of the right to strengthen rights protection in this field more broadly. Opportunities for incorporating arguments around the right to freedom of thought, in addition to privacy and data protection, in strategic litigation challenging practices that interfere with our rights should be sought out to probe the boundaries of the right and hold governments accountable for gaps in the legislative framework to protect us.

Where a practice feels wrong but we cannot find adequate frameworks to challenge it, the right to freedom of thought should provide a platform to demand new laws that allow us to make the right real and effective in the modern context. Given the speed of technological change and advancement in this area and the complex ethical issues, we should consider the need for a dedicated body capable of providing robust oversight of scientific and technological developments that have the potential to interfere with our minds and suggesting appropriate legal and policy responses to meet the changes as they happen. It is time to put the right to freedom of thought firmly on the legal map before we lose it.

The practice

In Moglen’s view, in order to turn things around we need free media to protect freedom of thought. He puts forward a clear picture of what free media requires in the internet age—free software, free hardware
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and free bandwidth. If we are not able to control and change the technology that we access, we are, essentially, allowing it and the people who own it, to control us. As he puts it, social networking creates the possibility of kinds of social control that were previously too cumbersome. We are constantly tracked, monitored and predicted by the media we use.

If we are uncomfortable about losing our autonomy and giving up our free will to those who seek to monetise and control our thoughts, it is time to take action. A first step in creating a free media in this context is to establish a clear code of media ethics which should include, as a primary principle, “do not surveille the reader”. As a society, this requires us to wake up to the threat, demand an ethical framework and make choices as users that drive change. We need to choose to step away from dealers in surveiled books, music and movies and drive the creation of social networks that do not exploit and manipulate our thought processes. In order to do this, in reality, we will need to have free choices. Socially conscious developers will be at the heart of this movement and governments that recognise the value in democracy should promote these developments by creating enabling legal and policy frameworks to create a digital world that works for humanity.

Conclusion

The right to freedom of thought has taken a back seat in the discourse around human rights and the internet so far. It is as if we cannot bear to accept that our thoughts may not be our own, that someone could reach inside our minds and manipulate the way we see the world. It is an unbearable idea. Privacy and data protection law will only protect our rights so far and they are at risk of dilution. People can be blasé about their privacy in a way that they may not be about their free will. Suggestions that we need to design new, limited rights to protect the mental space show how far down the road we may be to accepting that some interference with our minds may be acceptable. This is a slippery slope. As technology progresses, the design targets the workings of our mind. New inventions seek to create the ultimate interface between mind and machine. Freedom of thought requires free media and, at the same time, we should never accept that free media requires us to give up our freedom of thought.

Moglen tells us “We are the last generation that’s lived on both sides of the techno divide—we are the last chance. We are giving it away for convenience.” He is right. Technological convenience may be both seductive and addictive but it is time for us, both as societies and as individuals, to use our freedom of thought and take concrete steps to protect it before we lose it forever.